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ABSTRACT
The Shapley value is one of the key solution concepts for coalition games. Its main advantage is that it provides a unique and fair solution, but its main problem is that, for many coalition games, the Shapley value cannot be determined in polynomial time. In particular, the problem of finding this value for the voting game is known to be #P-complete in the general case. However, in this paper, we show that there are some specific voting games for which the problem is computationally tractable. For other general voting games, we overcome the problem of computational complexity by presenting a new randomized method for determining the approximate Shapley value. The time complexity of this method is linear in the number of players. We also show, through empirical studies, that the percentage error for the proposed method is always less than 20% and, in most cases, less than 5%.
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1. INTRODUCTION
Coalition formation, a key form of interaction in multi-agent systems, is the process of joining together two or more agents so as to achieve goals that individuals on their own cannot, or to achieve them more efficiently [1, 11, 14, 13]. Often, in such situations, there is more than one possible coalition and a player’s payoff depends on which one it joins. Given this, a key problem is to ensure that none of the parties in a coalition has any incentive to break away from it and join another coalition (i.e., the coalitions should be stable). However, in many cases there may be more than one solution (i.e., a stable coalition). In such cases, it becomes difficult to select a single solution from among the possible ones, especially if the parties are self-interested (i.e., they have different preferences over stable coalitions).

In this context, cooperative game theory deals with the problem of coalition formation and offers a number of solution concepts that possess desirable properties like stability, fair division of joint gains, and uniqueness [16, 14]. Cooperative game theory differs from its non-cooperative counterpart in that for the former the players are allowed to form binding agreements and so there is a strong incentive to work together to receive the largest total payoff. Also, unlike non-cooperative game theory, cooperative game theory does not specify a game through a description of the strategic environment (including the order of players’ moves and the set of actions at each move) and the resulting payoffs, but, instead, it reduces this collection of data to the coalitional form where each coalition is represented by a single real number: there are no actions, moves, or individual payoffs. The chief advantage of this approach, at least in multiple-player environments, is its practical usefulness. Thus, many more real-life situations fit more easily into a coalitional form game, whose structure is more tractable than that of a non-cooperative game, whether that be in normal or extensive form and it is for this reason that we focus on such forms in this paper.

Given these observations, a number of multiagent systems researchers have used and extended cooperative game-theoretic solutions to facilitate automated coalition formation [20, 21, 18]. Moreover, in this work, one of the most extensively studied solution concepts is the Shapley value [19]. A player’s Shapley value gives an indication of its prospects of playing the game – the higher the Shapley value, the better its prospects. The main advantage of the Shapley value is that it provides a solution that is both unique and fair (see Section 2.1 for a discussion of the property of fairness).

However, while these are both desirable properties, the Shapley value has one major drawback: for many coalition games, it cannot be determined in polynomial time. For instance, finding this value for the weighted voting game is, in general, #P-complete [6]. A problem is #P-hard if solving it is as hard as counting satisfying assignments of propositional logic formulae [15, p442]. Since #P-completeness thus subsumes NP-completeness, this implies that computing the Shapley value for the weighted voting game will be intractable in general. In other words, it is practically infeasible to try to compute the exact Shapley value. However, the voting game has practical relevance to multi-agent systems as it is an important means of reaching consensus between multiple agents. Hence, our objective is to overcome the computational complexity of finding the Shapley value for this game. Specifically, we first show that there are some specific voting games for which the exact value can...
be computed in polynomial time. By identifying such games, we show, for the first time, when it is feasible to find the exact value and when it is not. For the computationally complex voting games, we present a new randomised method, along the lines of Monte Carlo simulation, for computing the approximate Shapley value.

The computational complexity of such games has typically been tackled using two main approaches. The first is to use generating functions [3]. This method trades time complexity for storage space. The second uses an approximation technique based on Monte Carlo simulation [12, 7]. However the method we propose is more general than either of these (see section 6 for details). Moreover, no work has previously analysed the approximation error. The approximation error relates to how close the approximate is to the true Shapley value. Specifically, it is the difference between the true and the approximate Shapley value. It is important to determine this error because the performance of an approximation method is evaluated in terms of two criteria: its time complexity, and its approximation error. Thus, our contribution lies in also in providing, for the first time, an analysis of the percentage error in the approximate Shapley value. This analysis is carried out empirically.

Our experiments show that the error is always less than 20%, and in most cases it is under 5%. Finally, our method has time complexity linear in the number of players and it does not require any arrays (i.e., it is economical in both terms of both computing time and storage space). Given this, and the fact that software agents have limited computational resources and therefore cannot compute the true Shapley value, our results are especially relevant to such resource bounded agents.

The rest of the paper is organised as follows. Section 2 defines the Shapley value and describes the weighted voting game. In Section 3 we describe voting games whose Shapley value can be found in polynomial time. In section 4, we present a randomised method for finding the approximate Shapley value and analyse its performance in Section 5. Section 6 discusses related literature. Finally, Section 7 concludes.

2. BACKGROUND

We begin by introducing coalition games and the Shapley value and then define the weighted voting game. A coalition game is a game where groups of players ("coalitions") may enforce cooperative behaviour between their members. Hence the game is a competition between coalitions of players, rather than between individual players.

Depending on how the players measure utility, coalition game theory is split into two parts. If the players measure utility or the payoff in the same units and there is a means of exchange of utility such as side payments, we say the game has transferable utility; otherwise it has non-transferable utility. More formally, a coalition game with transferable utility, \( \langle N, v \rangle \), consists of:

1. a finite set \( N = \{1, 2, \ldots, n\} \) of players and

2. a function \( v \) that associates with every non-empty subset \( S \) of \( N \) (i.e., a coalition) a real number \( v(S) \), (the worth of \( S \)).

For each coalition \( S \), the number \( v(S) \) is the total payoff that is available for division among the members of \( S \), the set of joint actions that coalition \( S \) can take consists of all possible divisions of \( v(S) \) among the members of \( S \). Coalition games with non-transferable payoffs differ from ones with transferable payoffs in the following way. For the former, each coalition is associated with a set of payoff vectors that is not necessarily the set of all possible divisions of some fixed amount. The focus of this paper is on the weighted voting game (described in Section 2.1) which is a game with transferable payoffs.

Thus, in either case, the players will only join a coalition if they expect to gain from it. Here, the players are allowed to form binding agreements, and so there is strong incentive to work together to receive the largest total payoff. The problem then is how to split the total payoff between or among the players. In this context, Shapley [19] constructed a solution using an axiomatic approach. Shapley defined a value for games to be a function that assigns to a game \( \langle N, v \rangle \), a number \( \varphi_i(N, v) \) for each \( i \in N \). This function satisfies three axioms [17]:

1. Symmetry. This axiom requires that the names of players play no role in determining the value.

2. Carrier. This axiom requires that the sum of \( \varphi_i(N, v) \) for all players \( i \) in any carrier \( C \) equal \( v(C) \). A carrier \( C \) is a subset of \( N \) such that \( v(S) = v(S \cup C) \) for any subset of players \( S \subseteq N \).

3. Additivity. This axiom specifies how the values of different games must be related to one another. It requires that for any games \( \varphi_i(N, v) \) and \( \varphi_i(N, v') \), \( \varphi_i(N, v) + \varphi_i(N, v') = \varphi_i(N, v + v') \) for all \( i \in N \).

Shapley showed that there is a unique function that satisfies these three axioms.

Shapley viewed this value as an index for measuring the power of players in a game. Like a price index or other market indices, the value uses averages (or weighted averages in some of its generalisations) to aggregate the power of players in their various cooperation opportunities. Alternatively, one can think of the Shapley value as a measure of the utility of risk neutral players in a game.

We first introduce some notation and then define the Shapley value. Let \( S \) denote the set \( N - \{i\} \) and \( f_i : S \rightarrow 2^{N - \{i\}} \) be a random variable that takes its values in the set of all subsets of \( N - \{i\} \), and has the probability distribution function \( g \) defined as:

\[
g(f_i(S) = S) = \frac{|S|!(n - |S| - 1)!}{n!}
\]

The random variable \( f_i \) is interpreted as the random choice of a coalition that player \( i \) joins. Then, a player’s Shapley value is defined in terms of its marginal contribution. Thus, the marginal contribution of player \( i \) to coalition \( S \) with \( i \notin S \) is a function \( \Delta_i v \) that is defined as follows:

\[
\Delta_i v(S) = v(S \cup \{i\}) - v(S)
\]

Thus a player’s marginal contribution to a coalition \( S \) is the increase in the value of \( S \) as a result of \( i \) joining it.

**Definition 1.** The Shapley value \( \varphi_i \) of the game \( \langle N, v \rangle \) for player \( i \) is the expectation \( (E) \) of its marginal contribution to a coalition that is chosen randomly:

\[
\varphi_i(N, v) = E[\Delta_i v \circ f_i]
\]

The Shapley value is interpreted as follows. Suppose that all the players are arranged in some order, all orderings being equally likely. Then \( \varphi_i(N, v) \) is the expected marginal contribution, over all orderings, of player \( i \) to the set of players who precede him.

The method for finding a player’s Shapley value depends on the definition of the value function \( v \). This function is different for different games, but here we focus specifically on the weighted voting game for the reasons outlined in Section 1.
2.1 The weighted voting game

We adopt the definition of the voting game given in [6]. Thus, there is a set of n players that may, for example, represent shareholders in a company or members in a parliament. The weighted voting game is then a game \( G = (N, v) \) in which:

\[
v(S) = \begin{cases} 
1 & \text{if } w(S) \geq q \\
0 & \text{otherwise}
\end{cases}
\]

for some \( q \in \mathbb{R}_+ \) and \( w_i \in \mathbb{R}^N_+ \), where:

\[
w(S) = \sum_{i \in S} w_i
\]

for any coalition \( S \). Thus \( w_i \) is the number of votes that player \( i \) has and \( q \) is the number of votes needed to win the game (i.e., the quota).

Note that for this game (denoted \( \langle q; w_1, \ldots, w_n \rangle \)), a player’s marginal contribution is either zero or one. This is because the value of any coalition is either zero or one. A coalition with value zero is called a “losing coalition” and with value one a “winning coalition”. If a player’s entry to a coalition changes it from losing to winning, then the player’s marginal contribution for that coalition is one; otherwise it is zero.

The main advantage of the Shapley value is that it gives a solution that is both unique and fair. The property of uniqueness is desirable because it leaves no ambiguity. The property of fairness relates to how the gains from cooperation are split between the members of a coalition. In this case, a player’s Shapley value is proportional to the contribution it makes as a member of a coalition; the more contribution it makes, the higher its value. Thus, from a player’s perspective, both uniqueness and fairness are desirable properties.

3. VOTING GAMES WITH POLYNOMIAL TIME SOLUTIONS

Here we describe those voting games for which the Shapley value can be determined in polynomial time. This is achieved using the direct enumeration approach (i.e., listing all possible coalitions and finding a player’s marginal contribution to each of them). We characterise such games in terms of the number of players and their weights.

3.1 All players have equal weight

Consider the game \( \langle q; j, \ldots, j \rangle \) with \( m \) parties. Each party has \( j \) votes. If \( q \leq j \), then there would be no need for the players to form a coalition. On the other hand, if \( q = mj \) \((m = \lceil N \rceil \) is the number of players\), only the grand coalition is possible. The interesting games are those for which the quota \( (q/j) \) satisfies the constraint: \((j + 1) \leq q \leq j(m - 1)\). For these games, the value of a coalition is one if the weight of the coalition is greater than or equal to \( q \), otherwise it is zero.

Let \( \varphi \) denote the Shapley value for a player. Consider any one player. This player can join a coalition as the \( i \)th member where \( 1 \leq i \leq m \). However, the marginal contribution of the player is 1 only if it joins a coalition as the \( \lceil q/j \rceil \)th member. In all other cases, its marginal contribution is zero. Thus, the Shapley value for each player \( \varphi = 1/m \). Since \( \varphi \) requires one division operation, it can be found in constant time (i.e., \( O(1) \)).

3.2 A single large party

Consider a game in which there are two types of players: large (with weight \( w_l > w_s \)) and small (with weight \( w_s \)). There is one large player and \( m \) small ones. The quota for this game is \( q \); i.e., we have a game of the form \( \langle q; w_l, w_s, w_s, \ldots, w_s \rangle \). The total number of players is \((m + 1)\). The value of a coalition is one if the weight of the coalition is greater than or equal to \( q \), otherwise it is zero. Let \( \varphi_l \) denote the Shapley value for the large player and \( \varphi_s \) for each small player.

We first consider \( w_s = 1 \) and then \( w_s > 1 \). The smallest possible value for \( q \) is \( w_l + 1 \). This is because, if \( q \leq w_l \), then the large party can win the election on its own without the need for a coalition. Thus, the quota for the game satisfies the constraint \( w_l + 1 \leq q \leq m + w_l - 1 \). Also, the lower and upper limits for \( w_s \) are 2 and \((q - 1)\) respectively. The lower limit is 2 because the weight of the large party has to be greater than each small one. Furthermore, the weight of the large party cannot be greater than \( q \), since in that case, there would be no need for the large party to form a coalition. Recall that for our voting game, a player’s marginal contribution to a coalition can only be zero or one.

Consider the large party. This party can join a coalition as the \( i \)th member where \( 1 \leq i \leq (m + 1) \). However, the marginal contribution of the large party is one if it joins a coalition as the \( i \)th member where \((q - w_l) \leq i < q \). In all the remaining cases, its marginal contribution is zero. Thus, out of the total \((m + 1)\) possible cases, its marginal contribution is one in \( w_l \) cases. Hence, the Shapley value of the large party is:

\[
\varphi_l = \frac{w_l/(m + 1)}{w_l}
\]

Now consider a small player. We know that the sum of the Shapley values of all the \( m + 1 \) players is one. Also, since the small parties have equal weights, their Shapley values are the same. Hence, we get:

\[
\varphi_s = \frac{1 - \varphi_l}{m}
\]

Thus, both \( \varphi_l \) and \( \varphi_s \) can be computed in constant time. This is because both require a constant number of basic operations (addition, subtraction, multiplication, and division). In the same way, the Shapley value for a voting game with a single large party and multiple small parties can be determined in constant time.

3.3 Multiple large and small parties

We now consider a voting game that has two player types: large and small (as in Section 3.2), but now there are multiple large and multiple small parties. The set of parties consists of \( m_l \) large parties and \( m_s \) small parties. The weight of each large party is \( w_l \) and that of each small one is \( w_s \), where \( w_s < w_l \). We show the computational tractability for this game by considering the following four possible scenarios:

\[
S_1 \quad q \leq m_l w_l \text{ and } q \leq m_s w_s
\]

\[
S_2 \quad q \leq m_l w_l \text{ and } q \geq m_s w_s
\]

\[
S_3 \quad q \geq m_l w_l \text{ and } q \geq m_s w_s
\]

\[
S_4 \quad q \geq m_l w_l \text{ and } q \leq m_s w_s
\]

For the first scenario, consider a large player. In order to determine the Shapley value for this player, we need to consider the number of all possible coalitions that give it a marginal contribution of one. It is possible for the marginal contribution of this player to be one if it joins a coalition in which the number of large players is between zero and \((q - 1)/w_l\). In other words, there are \((q - 1)/w_l + 1\) such cases and we now consider each of them.
Consider a coalition such that when the large player joins in, there are \( i \) large players and \((q - iw_1 - 1)/w_s\) small players already in it, and the remaining players join after the large player. Such a coalition gives the large player unit marginal contribution. Let \( C_l^i(i, q) \) denote the number of all such coalitions. To begin, consider the case \( i = 0 \):

\[
C_l^0(0, q) = C \left( m_s, q - 1 \right) \times \text{FACTORIAL} \left( \frac{q - 1}{w_s} \right) \times \text{FACTORIAL} \left( \frac{m_s + q - 1}{w_s} - 1 \right)
\]

where \( C(y, x) \) denotes the number of possible combinations of \( x \) items from a set of \( y \) items. For \( i = 1 \), we get:

\[
C_l^1(1, q) = C(m_s, m_l) \times C \left( m_s, q - iw_1 - 1 \right) \times \text{FACTORIAL} \left( \frac{q - iw_1 - 1}{w_s} \right) \times \text{FACTORIAL} \left( \frac{m_s + q - iw_1 - 1}{w_s} - 1 \right)
\]

In general, for \( i > 1 \), we get:

\[
C_l^i(i, q) = C(m_s, m_l) \times C \left( m_s, q - iw_1 - 1 \right) \times \text{FACTORIAL} \left( \frac{q - iw_1 - 1}{w_s} \right) \times \text{FACTORIAL} \left( \frac{m_s + q - iw_1 - 1}{w_s} - 1 \right)
\]

Thus the large player’s Shapley value is:

\[
\varphi_1 = \sum_{i=0}^{m_l-1} \frac{C_l^i(i, q)}{\text{FACTORIAL}(m_l + m_s)}
\]

For a given \( i \), the time to find \( C_l^i(i, q) \) is \( \mathcal{O}(T) \) where

\[
T = (m_l m_s (q - iw_1 - 1) (m_l + m_s))/w_s
\]

Hence, the time to find the Shapley value is \( \mathcal{O}(Tq/w_s) \).

In the same way, a small player’s Shapley value is:

\[
\varphi_s = \sum_{i=0}^{m_s-1} \frac{C_l^i(i, q)}{\text{FACTORIAL}(m_l + m_s)}
\]

and can be found in time \( \mathcal{O}(Tq/w_s) \). Likewise, the remaining three scenarios (\( S_2 \) to \( S_4 \)) can be shown to have the same time complexity.

### 3.4 Three player types

We now consider a voting game that has three player types: 1, 2, and 3. The set of parties consists of \( m_1 \) players of type 1 (each with weight \( w_1 \)), \( m_2 \) players of type 2 (each with weight \( w_2 \)), and \( m_3 \) players of type 3 (each with weight \( w_3 \)).

For this voting game, consider a player of type 1. It is possible for the marginal contribution of this player to be one if it joins a coalition in which the number of type 1 players is between zero and \((q - 1)/w_1\). In other words, there are \((q - 1)/w_1 + 1\) such cases and we now consider each of them.

Consider a coalition such that when the type 1 player joins in, there are \( i \) type 1 players already in it. The remaining players join after the type 1 player. Let \( C_l^i(i, q) \) denote the number of all such coalitions that give a marginal contribution of one to the type 1 player where:

\[
C_l^i(i, q) = \sum_{i=0}^{x_1} \sum_{j=0}^{x_2} C_l^j(j, q - iw_1)
\]

Therefore the Shapley value of the type 1 player is:

\[
\varphi_1 = \sum_{i=0}^{m_2-1} \frac{C_l^i(i, q)}{\text{FACTORIAL}(m_1 + m_2 + m_3)}
\]

The time complexity of finding this value is \( \mathcal{O}(Tq^2/w_1 w_2) \) where:

\[
T = \left( \prod_{i=1}^{m_l} (q - iw_1 - 1) \right) (m_1 + m_2 + m_3) / (w_2 + w_3)
\]

Likewise, for the other two player types (2 and 3).

Thus, we have identified games for which the exact Shapley value can be easily determined. However, the computational complexity of the above direct enumeration method increases with the number of player types. For a voting game with more than three player types, the time complexity of the above method is a polynomial of degree four or more. To deal with such situations, therefore, the following section presents a faster randomized method for finding the approximate Shapley value.

### 4. Finding the Approximate Shapley Value

We first give a brief introduction to randomized algorithms and then present our randomized method for finding the approximate Shapley value. Randomized algorithms are the most commonly used approach for finding approximate solutions to computationally hard problems. A randomized algorithm is an algorithm that, during some of its steps, performs random choices [2]. The random steps performed by the algorithm imply that by executing the algorithm several times with the same input we are not guaranteed to find the same solution. Now, since such algorithms generate approximate solutions, their performance is evaluated in terms of two criteria: their time complexity, and their error of approximation. The approximation error refers to the difference between the exact solution and its approximation. Against this background, we present a randomized method for finding the approximate Shapley value and empirically evaluate its error.

We first describe the general voting game and then present our randomized algorithm. In its general form, a voting game has more than two types of players. Let \( w_0 \) denote the weight of player \( i \). Thus, for \( m \) players and for quota \( q \) the game is of the form \((q: w_1, w_2, \ldots, w_m)\). The weights are specified in terms of a probability distribution function. For such a game, we want to find the approximate Shapley value.

We let \( P \) denote a population of players. The players’ weights in this population are defined by a probability distribution function. Irrespective of the actual probability distribution function, let \( \mu \) be the mean weight for the population of players and \( \nu \) the variance in the players’ weights. From this population of players we randomly draw samples and find the sum of the players’ weights in the sample using the following rule from Sampling Theory (see [8] p.425):

If \( w_1, w_2, \ldots, w_n \) is a random sample of size \( n \) drawn from any distribution with mean \( \mu \) and variance \( \nu \), then the sample sum has an approximate Normal distribution with mean \( n\mu \) and variance \( n\nu \) (the larger the \( n \) the better the approximation).
R-SHAPLEYVALUE $(P, \mu, \nu, q, w_i)$

$P$: Population of players
$\mu$: Mean weight of the population $P$
$\nu$: Variance in the weights for population $P$
$q$: Quota for the voting game
$w_i$: Player $i$’s weight

1. $T_i \leftarrow 0$; $a \leftarrow q - w_i$; $b \leftarrow q - \epsilon$
2. For $X$ from 1 to $m$ repeatedly do the following
   2.1. Select a random sample $S_X$ of size $X$ from the population $P$
   2.2. Evaluate expected marginal contribution ($\Delta^X$) of player $i$ to $S_X$ as:
   $\Delta^X = \frac{1}{\sqrt{2\pi\nu/X} X} \int_a^b e^{-x^2/2\nu} dx$
   2.3. $T_i \leftarrow T_i + \Delta^X$
3. Evaluate Shapley value of player $i$ as:
   $\varphi_i \leftarrow T_i/m$

Table 1: Randomized algorithm to find the Shapley value for player $i$.

We know from Definition 1, that the Shapley value for a player is the expectation ($E$) of its marginal contribution to a coalition that is chosen randomly. We use this rule to determine the Shapley value as follows.

For player $i$ with weight $w_i$, let $\varphi_i$ denote the Shapley value. Let $X$ denote the size of a random sample drawn from a population in which the individual player weights have any distribution. The marginal contribution of player $i$ to this random sample is one if the total weight of the $X$ players in the sample is greater than or equal to $q = q - w_i$ but less than $b = q - \epsilon$ (where $\epsilon$ is an infinitesimally small quantity). Otherwise, its marginal contribution is zero. Thus, the expected marginal contribution of player $i$ to the sample coalition is the area under the curve defined by $N(X\mu, \nu)$ in the interval $[a, b]$. This area is shown as the region $B$ in Figure 1 (the dotted line in the figure is $X\mu$). Hence we get:

$$\Delta^X = \frac{1}{\sqrt{2\pi\nu/X} X} \int_a^b e^{-x^2/2\nu} dx$$  (2)

and the Shapley value is:

$$\varphi_i = \frac{1}{m} \sum_{X=1}^{m} \Delta^X$$  (3)

The above steps are described in Table 1. In more detail, Step 1 does the initialization. In Step 2, we vary $X$ between 1 and $m$ and repeatedly do the following. In Step 2.1, we randomly select a sample $S_X$ of size $X$ from the population $P$. Player $i$’s marginal contribution to the random coalition $S_X$ is found in Step 2.2. The average marginal contribution is found in Step 3 – and this is the Shapley value for player $i$.

**Theorem 1.** The time complexity of the proposed randomized method is linear in the number of players.

**Proof.** As per Equation 3, $\Delta^X$ must be computed $m$ times. This is done in the for loop of Step 2 in Table 1. Hence, the time complexity of computing a player’s Shapley value is $O(m)$. \( \square \)

The following section analyses the approximation error for the proposed method.

## 5. PERFORMANCE OF THE RANDOMIZED METHOD

We first derive the formula for measuring the error in the approximate Shapley value and then conduct experiments for evaluating this error in a wide range of settings. However, before doing so, we introduce the idea of error.

The concept of error relates to a measurement made of a quantity which has an accepted value [22, 4]. Obviously, it cannot be determined exactly how far off a measurement is from the accepted value; if this could be done, it would be possible to just give a more accurate, corrected value. Thus, error has to do with uncertainty in measurements that nothing can be done about. If a measurement is repeated, the values obtained will differ and none of the results can be preferred over the others. However, although it is not possible to do anything about such error, it can be characterized.

As described in Section 4, we make measurements on samples that are drawn randomly from a given population ($P$) of players. Now, there are statistical errors associated with sampling which are unavoidable and must be lived with. Hence, if the result of a measurement is to have meaning it cannot consist of the measured value alone. An indication of how “accurate” the result is must be included also. Thus, the result of any physical measurement has two essential components:

1. a numerical value giving the best “estimate” possible of the quantity measured, and
2. the degree of uncertainty associated with this estimated value.

For example, if the estimate of a quantity is $x$ and the uncertainty is $\sigma(x)$ the quantity would lie in $x \pm \sigma(x)$.

For sampling experiments, the standard error is by far the most common way of characterising uncertainty [22]. Given this, the following section defines this error and uses it to evaluate the performance of the proposed randomized method.

### 5.1 Approximation error

The accuracy of the above randomized method depends on its sampling error which is defined as follows [22, 4]:

**Definition 2.** The sampling error (or standard error) is defined as the standard deviation for a set of measurements divided by the square root of the number of measurements.

To this end, let $\sigma(X)$ be the sampling error in the sum of the weights for a sample of size $X$ drawn from the distribution $N(X\mu, \nu)$ where:

$$\sigma(X) = \sqrt{(\nu/X)/\sqrt{(X)}}$$

Let $\epsilon(\Delta^X)$ denote the error in the marginal contribution for player $i$ (given in Equation 2). This error is obtained by propagating the error in Equation 4 to Equation 2. In Equation 2, $\alpha$ and $\beta$ are the lower and upper limits for the sum of the players’ weights for a
The constant $k$ has no error, then the error in $z$ is:

$$e(z) = |k|e(x)$$

Using the above rules, the error in the Shapley value (given in Equation 3) is obtained by propagating the error in Equation 4 to all values of $X$ in the range of settings by systematically varying the parameters of the voting game.

In particular, we vary $m$ between 1 and 50, the percentage error in player’s Shapley value depends on the following five parameters (see Equation 3):

1. The number of parties ($m$).
2. The mean weight ($\mu$).
3. The variance in the player’s weights ($\nu$).
4. The quota for the voting game ($\varphi$).
5. The given player’s weight ($w$).

We now compute the percentage error in the Shapley value using the above equation for PE. Since this error depends on the parameters of the voting game, we evaluate it in a range of settings by systematically varying the parameters of the voting game.

For a player with weight $w$, the percentage error in a player’s Shapley value depends on the following five parameters (see Equation 3):

$$\text{Percentage error in the Shapley value (given in Equation 3)} = 100 \times \frac{e(\varphi_i)}{\varphi_i}$$

5.2 Experimental Results

We conduct experiments in the following setting. For a player with weight $w$, the percentage error in a player’s Shapley value depends on the following five parameters (see Equation 3):

1. The number of parties ($m$).
2. The mean weight ($\mu$).
3. The variance in the player’s weights ($\nu$).
4. The quota for the voting game ($\varphi$).
5. The given player’s weight ($w$).

We fix $\mu = 10$ and $\nu = 1$. This is because, for the normal distribution, $\mu = 10$ ensures that for almost all the players the weight is positive, and $\nu = 1$ is used most commonly in statistical experiments ($\nu$ can be higher or lower but PE is increasing in $\nu$—see Equations 4 and 5). We then vary $m$, $q$, and $w$ as follows. We vary $m$ between 5 and 100 (since beyond 100 we found that the error is close to zero), for each $m$ we vary $q$ between $4\mu$ and $10\mu$ (we impose these limits because they ensure that the size of the coalition of size $X$. Since the error in this sum is $e(\sigma^X)$, the actual values of $a$ and $b$ lie in the interval $a \pm e(\sigma^X)$ and $b \pm e(\sigma^X)$ respectively. Hence, the error in Equation 2 is either the probability that the sum lies between the limits $a - e(\sigma^X)$ and $a$ (i.e., the area under the curve defined by $\mathcal{N}(X|\mu, \sigma^X)$ between $a - e(\sigma^X)$ and $a$, which is the shaded region $A$ in Figure 1) or the probability that the sum of weights lies between the limits $b$ and $b + e(\sigma^X)$ (i.e., the area under the curve defined by $\mathcal{N}(X|\mu, \sigma^X)$ between $b$ and $b + e(\sigma^X)$, which is the shaded region $C$ in Figure 1). More specifically, the error is the maximum of these two probabilities:

$$e(\Delta^X) = \frac{1}{\sqrt{(2\pi\nu/X)}} \times \max \left( \int_{a-e(\sigma^X)}^{a} e^{-\frac{(x-a)^2}{2\nu}} dx, \int_{b}^{b+e(\sigma^X)} e^{-\frac{(x-b)^2}{2\nu}} dx \right)$$

On the basis of the above error, we find the error in the Shapley value by using the following standard error propagation rules [22]:

R1 If $x$ and $y$ are two random variables with errors $e(x)$ and $e(y)$ respectively, then the error in the random variable $z = x + y$ is given by:

$$e(z) = e(x) + e(y)$$

R2 If $x$ is a random variable with error $e(x)$ and $z = kx$ where
The figures, the maximum PE is around 20% and in most cases it is a winning coalition must contain at least two players. The results on the percentage error in more detail.

![Figure 4: Performance of the randomized method for](Image)

We now analyse the effect of the three parameters: \( w, q, \) and \( m \) on the percentage error in more detail.

- **Effect of \( w \).** The PE depends on \( e(\sigma^X) \) because, in Equation 5, the limits of integration depend on \( e(\sigma^X) \). The interval over which the first integration in Equation 5 is done is \( a - a = e(\sigma^X) = e(\sigma^X) \), and the interval over which the second one is done is \( b + e(\sigma^X) - b = e(\sigma^X) \). Thus, the interval is the same for both integrations and it is independent of \( w_i \). Note that each of the two functions that are integrated in Equation 5 are the same as the function that is integrated in Equation 2. Only the limits of the integration are different. Also, the interval over which the integration for the marginal contribution of Equation 2 is done is \( b - a = w_i - \epsilon \) (see Figure 1). The error in the marginal contribution is either the area of the shaded region \( A \) (between \( a - e(\sigma^X) \) and \( a \)) in Figure 1, or the shaded area \( C \) (between \( b + e(\sigma^X) \) and \( b \)). As per Equation 5, it is the maximum of these two areas. Since \( e(\sigma^X) \) is independent of \( w_i \), as \( w_i \) increases, \( e(\sigma^X) \) remains unchanged. However, the area of the unshaded region \( B \) increases. Hence, as \( w_i \) increases, the error in the marginal contribution decreases and PE also decreases.

- **Effect of \( q \).** For a given \( q \), the Shapley value for player \( i \) is as given in Equation 3. We know that, for a sample of size \( X \), the sum of the players’ weights is distributed normally with mean \( X\mu \) and variance \( \nu/X \). Since 99% of a normal distribution lies within two standard deviations of its mean [8], player \( i \)'s marginal contribution to a sample of size \( X \) is almost zero if:

\[
a < X\mu + 2\sqrt{\nu/X} \quad \text{or} \quad b > X\mu - 2\sqrt{\nu/X}
\]

This is because the three regions \( A, B, \) and \( C \) (in Figure 1) lie either to the right of \( Z2 \) or to the left of \( Z1 \). However, player \( i \)'s marginal contribution is greater than zero for those \( X \) for which the following constraint is satisfied:

\[
X\mu - 2\sqrt{\nu/X} < a < b < X\mu + 2\sqrt{\nu/X}
\]

For this constraint, the three regions \( A, B, \) and \( C \) lie somewhere between \( Z1 \) and \( Z2 \). Since \( a = q - w_i \) and \( b = q - \epsilon \), Equation 6 can also be written as:

\[
X\mu - 2\sqrt{\nu/X} < q - w_i < q - \epsilon < X\mu + 2\sqrt{\nu/X}
\]

The smallest \( X \) that satisfies the constraint in Equation 6 strictly increases with \( q \). As \( X \) increases, the error in sum of weights in a sample (i.e., \( e(\sigma^X) = \sqrt{\nu/X} \)) decreases. Consequently, the error in a player’s marginal contribution (see Equation 5) also decreases. This implies that as \( q \) increases, the error in the marginal contribution (and consequently the error in the Shapley value) decreases.

- **Effect of \( m \).** It is clear from Equation 4 that the error \( e(\sigma^X) \) is highest for \( X = 1 \) and it decreases with \( X \). Hence, for small \( m \), \( e(\sigma^X) \) has a significant effect on PE. But as \( m \) increases, the effect of \( e(\sigma^X) \) on PE decreases and, as a result, PE decreases.

### 6. RELATED WORK

In order to overcome the computational complexity of finding the Shapley value, two main approaches have been proposed in the literature. One approach is to use generating functions [3]. This method is an exact procedure that overcomes the problem of time complexity, but its storage requirements are substantial – it requires huge arrays. It also has the limitation (not shared by other approaches) that it can only be applied to games with integer weights and quotas.

The other method uses an approximation technique based on Monte Carlo simulation. In [12], for instance, the Shapley value is computed by considering a random sample from a large population of players. The method we propose differs from this in that they define the Shapley value by treating a player’s number of swings (if a player can change a losing coalition to a winning one, then, for the player, the coalition is counted as a swing) as a random variable, while we treat the players’ weights as random variables. In [12], however, the question remains how to get the number of swings from the definition of a voting game and what is the time complexity of doing this. Since the voting game is defined in terms of the players’ weights and the number of swings are obtained from these weights, our method corresponds more closely to the definition of the voting game. Our method also differs from [7] in that while [7] presents a method for the case where all the players’ weights are distributed normally, our method applies to any type of distribution for these weights. Thus, as stated in Section 1, our method is more general than [3, 12, 7]. Also, unlike all the above mentioned work, we provide an analysis of the performance of our method in terms of the percentage error in the approximate Shapley value.

A method for finding the Shapley value was also proposed in [5]. This method gives the “exact” Shapley value, but its time complexity is exponential. Furthermore, the method can be used only if the game is represented in a specific form (viz., the “multi-issue representation”), not otherwise. Finally, [9, 10] present a polynomial time method for finding the Shapley value. This method can be used if the coalition game is represented as a “marginal contribution net”. Furthermore, they assume that the Shapley value of a component of a given coalition game is given by an oracle, and on the basis of this assumption aggregate these values to find the value for the overall game. In contrast, our method is independent...
of the representation and gives an approximate Shapley value in linear time, without the need for an oracle.

7. CONCLUSIONS AND FUTURE WORK
Coalition formation is an important form of interaction in multi-agent systems. An important issue in such work is for the agents to decide how to split the gains from cooperation between the members of a coalition. In this context, cooperative game theory offers a solution concept called the Shapley value. The main advantage of the Shapley value is that it provides a solution that is both unique and fair. However, its main problem is that, for many coalition games, the Shapley value cannot be determined in polynomial time. In particular, the problem of finding this value for the voting game is \#P-complete. Although this problem is, in general \#P-complete, we show that there are some specific voting games for which the Shapley value can be determined in polynomial time and characterise such games. By doing so, we have shown when it is computationally feasible to find the exact Shapley value. For other complex voting games, we presented a new randomized method for determining the approximate Shapley value. The time complexity of the proposed method is linear in the number of players. We analysed the performance of this method in terms of the percentage error in the approximate Shapley value.

Our experiments show that the percentage error in the Shapley value is at most 20. Furthermore, in most cases, the error is less than 5%. Finally, we analyse the effect of the different parameters of the voting game on this error. Our study shows that the error decreases as

1. a player’s weight increases,
2. the quota increases, and
3. the number of players increases.

Given the fact that software agents have limited computational resources and therefore cannot compute the true Shapley value, our results are especially relevant to such resource bounded agents. In future, we will explore the problem of determining the Shapley value for other commonly occurring coalition games like the “production economy” and the “market economy”.
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